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CLUSTERING OF INTERNET USERS SEARCH QUERIES
USING GRAPH THEORY

One of the principles of Internet marketing is to focus on the customer in relation to his needs, characterized
by search queries on the Internet. Building the semantic core of the site solves the problem of distributing user
searches on the pages of the web resource. When working with the semantic core, we need to determine which
page best matches a particular search query or group of user queries. By analyzing the characteristics of user
clusters, we can better understand potential customers and provide users with more relevant web documents.
Clustering is used to identify and classify subgroups of Internet users based on their behavior. Each cluster-
ing method uses different criteria to group data objects. This paper discusses the features of using k-means,
EM-algorithm and Kohonen neural networks to cluster search queries. The method of clustering user searches
using graph theory is considered in more detail. Nodes represent elements to be clustered, and the weights at
the edges connecting the two nodes indicate the distance (dissimilarity) between objects. After applying the
algorithm, the associated components indicate which objects the clusters belong to objects whose nodes are
connected by edges are in the same cluster. It is shown that the proposed approach is more efficient in com-
parison with the basic clustering algorithm. For this research we used a sample of 5,000 search queries and
the number of clusters k = 40. The change in results between runs comes from random initialization in the first
step of the k-means algorithm. Studies show better convergence results by presenting data (web documents) for
clustering in the form of graphs instead of vectors. The disadvantage of this solution is the use of more memory

than in the basic method, and the problem of choosing the initial number of clusters is not solved.
Key words: clustering algorithms, graph theory, k-means, Euclidean distance, graph vertices, graph mea-

sure of distance, convergence.

Problem statement. The problem of clustering
search queries of web users is to divide the sets of
search queries into clusters so that the queries in one
cluster were more similar to each other than in other
clusters [1]. Existing software solutions used for this
tasks use semantic clustering algorithms to recognize
thematically related web pages and have a number of
disadvantages. Most of these solutions rely on text
analysis of the content of web documents, which leads
to certain limitations, such as long processing time,
the need for representative textual content or blurring
of natural languages. The main problem when using
these algorithms is the choice of the number of clus-
ters, which is usually chosen at random. The purpose
of this research is to analyze and improve existing
methods of clustering user search queries.

Related research. Analysis of existing work has
shown that there are many methods of clustering web
users. However, applying these methods directly to
simple datasets is not effective enough, as web serv-
ers typically contain thousands or even millions of
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pages, and Internet users can access web pages for a
variety of purposes [2—4].

Analysis of the main methods of clustering
search queries. Existing clustering methods that can
be used to solve this problem are divided into three
main categories: graph clustering algorithms, statis-
tical clustering algorithms and hierarchical cluster-
ing algorithms. Two forms of graph clustering can be
performed on data in the form of graphs. Vertex clus-
tering tries to combine the nodes of the graph into
groups of tightly connected regions based on either
edge weights or edge distances. The second form of
graph clustering treats graphs as objects to be clus-
tered and clusters these objects based on similarity.
The second approach is often found in the context
of structured or XML data. Data for clustering can
be represented as a graph, where each element is
represented as a node, and the distance between the
two elements is simulated by a certain weight at the
boundary connecting the nodes. In graph clustering,
elements inside a cluster are connected to each other,
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but have no connection with elements outside that
cluster. Some important approaches to graph-based
clusters are adjacency-based clusters. The essence of
such algorithms is that the sample of objects is rep-
resented as a graph G=(V,E). The main feature of
clustering graphs is the lack of distance between two
arbitrary points in space, because there is no space
itself, no norm, and it is impossible to determine the
distance. Instead, there are edge metadata. If there is
a “weight” of an edge, then it can be interpreted as
a distance and then determine the distances for each
pair of vertices. Many of the clustering algorithms in
Euclidean space are also suitable for graphs, since
these algorithms only need to know the distance
between observations and not between arbitrary
“points in space”. Graphs have many of their unique
properties that can also be used, such as connectiv-
ity components, local edge clusters and information
flow loops. The vertices of the graph correspond
to the objects of the sample, and the edges corre-
spond to the pairwise distances between the objects
Py = (xl.,x j) . The advantage of graph-based cluster-
ing algorithms is clarity, relative ease of implemen-
tation, and the possibility of various improvements
based on geometric considerations.

The main algorithms are the algorithm for the
selection of connected components, the algorithm for
constructing a minimal skeletal tree and the algorithm
for layer-by-layer clustering. The disadvantages of
this algorithm include limited applicability and poor
control of the number of clusters. Statistical clustering
algorithms include k-means and EM-algorithm. The
basic idea of k-means is that at each iteration the cen-
ter of mass is recalculated for each cluster obtained
in the previous step, then the vectors are divided into
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clusters again according to which of the new centers
was closer to the selected metric.

This algorithm does not guarantee the achievement
of the global minimum of the total square deviation,
but only one of the local minima, the result depends
on the choice of source centers of clusters, their opti-
mal choice is unknown, we must know the number of
clusters in advance.

EM-algorithm is used to find estimates of the
maximum plausibility of the parameters of probabi-
listic models, in the case where the model depends
on some hidden variables. Each iteration of the algo-
rithm consists of two steps. In the E-step (expecta-
tion) the expected value of the likelihood function is
calculated, and the hidden variables are considered
as observable. At the M-step (maximization) the
estimate of the maximum likelihood is calculated,
thus increasing the expected value of the likelihood
calculated at the E-step. This value is then used for
the E-step on the next iteration. The algorithm is exe-
cuted to convergence. An auxiliary vector of hidden
variables G , which has two properties, is artificially
introduced. On the one hand, it can be calculated if
the values of the parameter vector ® are known. On
the other hand, finding the maximum likelihood is
greatly simplified if the values of the hidden vari-
ables are known. Consider the disadvantages of the
algorithm. The main algorithm is unstable according
to the initial data (ie those that initialize the param-
eter vector in the first iteration), we find a local
extremum, the value of which may be much lower
than the global maximum. Depending on the choice
of the initial approximation, the algorithm may
converge to different points, and the rate of conver-
gence can also vary greatly. Hierarchical clustering
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Fig. 1. Demonstration of the k-means algorithm [5]
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is a set of data ordering algorithms aimed at creating
a hierarchy (tree) of nested clusters. In hierarchical
algorithms, the adjacency matrix of vertices nxn
is used as an input, and the adjacency matrix con-
tains the distance value, not a simple Boolean value.
Hierarchical clustering algorithms assume that the
set of objects being analyzed is characterized by a
certain degree of connectivity.

According to the methods of adjusting the input
weights of the adders and the solution of problems,
there are many types of Kohonen networks. The
most well-known of these are vector signal quanti-
zation networks, closely related to the simplest basic
algorithm of cluster analysis (the method of dynamic
nuclei or k-means), self-organized Kohonen maps
and vector quantization networks.

The Kohonen layer consists of n parallel linear
elements that have the same number of inputs m
and receive at their inputs the same vector of input
signals x =(x,,...x,, ) . At the output of the j -th linear

element we obtain the signal y, :wj0+2w..x

iXis
where w; is the weight of the i -th input ]l 1of the
neuron, w,, is the threshold coefficient. After passing
the layer of linear elements, the signals are sent for
processing, among the output signals y; is looking
for the maximum, its number j, =argmax{y,}.At
the output, the signal with the number j  _ is equal
to one, the rest to zero. If the maximum is reached
simultaneously for several j . Then either receive
all the corresponding signals equal to one, or only the
first in the list.

An overview of some existing commercial soft-
ware products. Datawiz.io provides online services
for data analytics in retail and restaurant business. The
main task of the company is to automate the analysis
processes: checks, sales and loyalty program data.
Datawiz.io uses clustering as a method of grouping
customers by data about their behavior (purchases,
banking transactions, credit histories). The k-means
algorithm is used to cluster an array of data (checks,
data on loyalty programs). It is well scalable and
optimized for the Hadoop platform. Also, the Affin-
ity Propagation algorithm is used as an alternative. It
has a number of significant disadvantages, it is slow
and poorly scalable. But in some cases we can use
it for clustering at short intervals. The Data-Centric
Alliance (DCA) creates digital marketing technolo-
gies and develops products based on Big Data and
Programmatic (fig. 2). It has one of the largest arrays
of anonymous user data.

DCA helps marketers and analysts learn about
people’s behavior on the Internet and in real life. It
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Fig. 2. Clustering of news sites [6]

has an R&D department to develop new tools that
allow to learn more about Internet users and adver-
tise more effectively. For its application, the com-
pany performs clustering of graphs created using the
k-medoids algorithm developed by Python for clus-
tering web domains. Using the DMP database (data
on visits by users of different domains), a graph is
constructed where domains act as nodes, and as edges
a selective estimate of the extent of user visit events
for domains [6].

Modification of the selected method of clus-
tering user search queries. Consider the clustering
method, when the data (web documents) to be clus-
tered will be represented by graphs instead of vec-
tors. Nodes represent elements to be clustered, and
the weights at the edges connecting the two nodes
indicate the distance (dissimilarity) between objects,
and represent nodes. After applying the algorithm,
the associated components indicate which objects
the clusters belong to objects whose nodes are con-
nected by edges are in the same cluster. For k-means,
data elements are displayed as a set of n-numeric
values (vectors in the R” space). Then the Euclid-
ean distance in this space and the centroid of the set
of vectors are used to calculate the average value of
the data in the cluster. As input we have a set of n
data elements and the parameter k, which determines
the number of clusters to create, the output data are
the centroids of the clusters and the cluster (an inte-
ger within [1, k]) for each data element to which it
belongs. First, we assign each data element to a ran-
dom cluster (1 to k), using the initial assignment, to
determine the centroids of each cluster. Given the
new centroids, we assign each data element so that it
is in the cluster of its nearest centroid. Then we recal-
culate the centroids. Extending the classical k~~-means
clustering algorithm by using graphs will store infor-
mation that is often discarded in simpler models.
For example, by representing web documents with
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graphs instead of vectors, we can store information
such as the order in which the terms appear or where
the terms appear in the document. This can improve
the quality of clustering.

Assume that the graph g is the maximum gen-
eral subgraph (mcs) of the graphs G, and G,, ie:
g=mes(G,,G,), if gcG,gcG, and there is
no other subgraph g'=(g'cG,.,g'cG,), such
that | g’| > | g|. The graph g is the minimum gen-
eral supergraph (MCS) of the graphs G, and G,, ie
g=MCS(G,,G,), if G,cg,G,cg and there is
no other supergraph g'=(G, cg'.G,cg’), such
that | g’| < | g| . A common subgraph is the part of both
graphs that does not change when we delete or insert
nodes and edges. To modify the graph G, in G,, fol-
low these steps:

1. Remove nodes and edges from G, that are not
displayed in mes(G,,G,).

2. Make any substitutions for nodes or edges.

3. Add nodes and edges from G, that are not dis-
played in mes(G,,G,).

The size of the maximum general subgraph is
related to the similarity of the two graphs. Determine
the following measure of distances based on mcs:

B |mcs(Gl,G2)| 0
max(|G1|,|G2 )’

where max(x, y) is the usual maximum of two
numbers x and y and | ... | indicates the size of the
graph (usually considered the number of nodes in the
graph). This measure of distance has four important
properties:

— restrictions on the formation of numbers in the
range [0,1];

— the distance is 0 only when the two graphs are
the same;

— the distance between two graphs is symmetric;

— the distance obeys the inequality of the trian-
gle, which provides the measurement of distance in
an intuitive way.

The advantage of this approach over the graph
editing distance method is that it does not require the
determination of any cost factors or other parameters.
The notion of the median of a set of graphs acts as
a representative of the set. The median of a set of
graphs S'is a graph geS such that g has the smallest
average distance to all elements in S:

(1
g=arg Igig(mgd(s,@ ))

Since geS, it is simple to calculate the aver-
age distance to all graphs for each graph in S. The
median of the set of graphs always exists, and may

dMCS(G19G2)=1

2)

or may not be the average value. Now that we have
vy as a measure of distance for graphs (1) and a
method for determining the representative of a set
of graphs (2), we can apply the method to data sets
whose elements are graphs, not vectors. Thus, it is
necessary replace the distance measurement used
in step 3 with a graph distance measurement and
replacing the centroid calculated in step 2 with the
median of the set of graphs.

In the modified A-means algorithm using graph
theory, the input data is a set of n data elements (rep-
resented by graphs) and the parameter k, which deter-
mines the number of clusters. The initial data are the
centroids of the clusters (represented by the middle
graphs) and the cluster (an integer in [1, k]), for each
data element it belongs. First, we assign each data
element to a random cluster (1 to k). Using the initial
assignment, determine the median of the set of graphs
of each cluster. Given the new medians, assign each
data element in the cluster to its nearest median using
a graph of distance. Recalculate the medians.

For the problem of automatic determination of the
optimal number of clusters, it is necessary to know
the cluster validation index, which is an indicator of
the quality of clustering. The Dunn index is one such
indicator, but it is sensitive to noise. We first calculate
the index C, which is defined as:

S-S,

S .—S

max min

C= , 3)

where § is the sum of all distances of pairs of ele-
ments in one cluster. Determine that / is the number
of pairs used to calculate S. S, and S, are the sum
of / of the smallest and largest distances, respectively.
The smaller the value of C, the better the cluster-
ing. Another indicator is the Davies—Bouldin index,

defined as:

1M
P M d), \
M ;j:{?‘,%m( ) @
where M is the number of clusters and
d. = ntr; .
v d (C,- Ne )

In equation (5), r is the average distance of all
data elements of the cluster i to their center, d (Ci’c_ /.)
is the distance between the centers of clusters i and ;.
The measure dl.j , similar to the Dunn index, in terms
of compactness (numerator) and separation (denomi-
nator) of cluster pairs.

Experiments were performed with k£ values rang-
ing from 2 to 6 for F-series and J-series datasets using
both global k-means and random initialization. Ran-
dom initialization is performed by randomly assign-
ing each data element to the cluster. It is not possible
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to reuse the same random initialization for different
values of &, so each experiment has a separate ran-
dom initialization. The best number of clusters is
determined from the random index and mutual infor-
mation, which indicate efficiency compared to the
primary values. From the obtained results, these two
indices are the same for k£ experiments that used the
global k-means. There were no agreements for exper-
iments using random initialization, and therefore it is
not possible to definitively determine the best number
of clusters in these cases.

The Dunn and C index does not seem very use-
ful in terms of finding the correct value of £. Only
in the case of the global k-means from the F series
did the Dunn index coincide with other indices, and
even then the Dunn index had the same values for
all k. Index C performed slightly better, coinciding
with other k-means indices for J-series; although
the optimal value was at k = 2 for k-means from
the series F.

Evaluating the effectiveness of the clustering
algorithm. To assess the quality of the algorithm
for clustering user search queries, it is necessary to
investigate to determine the key parameters that are
important for the operation of the algorithm. After a
detailed study of the question, we can enter indicators
of the number of vertices of the graph, the degree of
convergence of nodes and the speed of the algorithm.
These characteristics fully assess the improvements
in the framework of continuous data transmission in
decentralized networks, with a variable nature.

A sample of 5000 search queries was selected
and the number of clusters k = 40 was recorded. The
change of results between runs occurs from random
initialization in the first step of the k-means algo-
rithm. For these experiments, we used distance mea-
surement and standard representation. Mutual infor-
mation is a general degree of agreement provided by
truth, with the advantage of clusters that have a high
purity (ie are homogeneous with respect to the classes
of merged objects). Higher values mean better perfor-
mance of the clustering algorithm.

The use of Euclidean distance in the k-means
algorithm gives worse results due to the invariance
property of the vector length. For example, for the
number of clusters 150, the degree of convergence
of the clustering of search queries using a graph
measure of distance gives a better result of 0.2218,
while the convergence when using Euclidean dis-
tance is equal to 0.046. Because of this, documents
with similar keyword frequency ratios but different
in overall frequency have large distances between
clusters, even if they are considered similar. Even
with only 5 nodes, the modified method is supe-
rior to both k-means using Euclidean distance and a
random baseline; as the number of nodes per graph
increases, the performance approaches the efficiency
of other k-means methods until it exceeds even the
best k-means method, at 75 or more nodes. However,
the increase in productivity is not always strictly pro-
portional to the increase in the size of the graph. For
example, an improvement of 60 to 75 is greater than
an improvement of 75 to 90, even with the addition of
15 new nodes in each case. This may be because the
additional nodes that are added when we increase the
size of the graph, although they are common, may not
always provide information that is useful for distin-
guishing between phrases, but may actually interfere
with the input of third-party data.

Conclusions. This article analyzes the existing
methods for the task of clustering user searches. Their
main advantages and disadvantages are revealed.
The obtained information was systematized for use
in further work to determine the requirements for
software development, which will create an applica-
tion for clustering user searches. A modification of
the k-means method is that in comparison with the
basic method it is necessary to replace the measure-
ment of Euclidean distance, graph measurement, as
well as to replace the centroid with the median of
the set of graphs. Further refinement may be to find
the best node selection methods to be used in each
graph, rather than relying heavily on the frequency
of the term.

Table 1
Search query clustering metrics using a graph of distance
The number of vertices The degree The number of vertices The degree
of the graph of convergence of the graph of convergence
150 0.2218 60 0.1865
120 0.2142 45 0.1758
90 0.2074 30 0.1617
75 0.2045 15 0.1540
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Moguan K.O., Ouxemenko JI.M. KTACTEPU3AIA IIOITYKOBUX 3AIIMTIB
KOPHUCTYBAUIB MEPEXI IHTEPHET 13 BAKOPUCTAHHSM TEOPII I'PA®IB

Oonum i3 npunyunie InmepHem-mapkemuHey € OpieHmayis HA KLEHMA wodo Uo2o nomped, wo
Xapaxmepusyromucsa NOWyKogumu 3anumamu 6 mepeoici Inmepnem. Ilobyooea cemanmuynozo aopa caimy
supiwye 3a0ayy posnooiny NOWYKOGUX 3aNUmie KOpucmyeauieé Ha cmopinkax eed-pecypcy. Cemanmuune
A0po caiimy OONOMA2AE SUSHAYUMU, AKA CMOPIHKA HAUMOYHIWE BION08I0AE KOHKPEMHOMY NOULYKOBOMY
sanumy abo epyni 3anumie KOpucmyeayis. AHANI3YI0UU XApaKmepucmuKy Kiacmepis Kopucmyeauis, MO*CHA
Kpauje 3po3yMimu NOMeHYIUHUX KIIEHMI6 1 sudasamu KOpucmyseadam Oinbli peresaHmui 8e6-00KyMeHmu.
Knacmepuzayisa euxopucmosyemocsi 014 idenmugikayii ma xnacugixayii nioepyn KOpucmysawie mepexici
Iumepnem Ha ocHogi ixHboi nogedinku. Koscen memod xkaacmepuszayii 8UKOpUcmosye pisHi Kpumepii O
epynyeants ob’exmie danux. Y cmammi posensinymo ocoonugocmi guxopucmanus k-means, EM-anzopummy
ma HetipouHux mepedic Koxonena ona xnacmepusayii nowtykosux sanumis. Binoui 0emanvHo po3enanymo
00CAI0IHCEHHA MeMOOY KIACmepu3ayii nouwyKo8ux 3anumie KOpucmysayia iz 6UKOPUCMAHHAM meopii epagis.
Bysnu npedcmasnaioms enemenmu, wo nionsgearoms Kiacmepuzayii, a eaz2u no Kpasx, AKi 3’€OHyromsv 06a
8Y371U, BKA3YIOMb HA GIOCMAaHbL (Hecxooicicmy) midie 00 ekmamu. Ilicna sacmocyeanms aneopummy noe si3amui
KOMHOHEeHMU 8KA3YIOMb, 00 AKUX 00 €KMi6 Kidcmepu Halexcamsv 00’ ekmam, 8y3iu aKux 3 €OHaHi pebpamu,
WO 3Hax005mMbCs 8 00HOMY Kaacmepi. Ilokazano, o 3anponoHoganui nioxio € 6inbii egheKMuHUM NOPIGHAHO
3 0a306UM ancopummom kracmepuzayii. [ns nawoeo 0ocriodicenns sukopucmano eubipky iz 5 000 nowykosux

sanumie i Kinbkicmo kiacmepie k = 40. 3mina pezynomamis misxc npoconamu 8i00ysacmvbcs 8i0 8UNAOKOBOI

iHiyianizayii Ha nepwiomy Kpoyi aneopummy k-means. Jlocniodcenns noxasyroms Kpawi pe3yiomamu
30ICHOCMI 3A80AKU NPEOCMABNEHHIO OaHUX (6e0-00KYMeHmis) 0 kiacmepuszayii' y euensoi epagie 3amicmo
sexmopig. Hedonikom yvoeo piwenus € eukopucmauts Oibuio2o ooca2y nam’ami, Hidc y 6a3060My mMemooi,
MaKodic He € 8UPILeH0I0 npobiema 8ubopy NOYAMKO80I KiibKOCMI K1Acmepis.

Knrouosei cnosa: arcopummu kracmepusayii, meopis epagis, k-means, eexniooga 8i0cmanv, GepuiUHU
epagpa, epagosa mipa giocmani, 30ixcHiCmb.
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